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Abstract- A two-dimensional view of a three-dimensional scene 

is called an image. Image noise is any unnecessary information 

that is present in an image. During a number of processes, such 

as picture capture, processing, transmission, etc., noise can be 

added to the image. The introduction of noise into an image is 

unrelated to the content that is there. Understanding the noise 

is crucial to removing it; after the pattern of the noise is 

recognized, an appropriate filtering approach can be used to 

remove the undesirable information while keeping the 

important details of the image. Many writers have done 

research in the area of noise identification, however our work 

outlines a few limitations that remain. Impulse noise and 

electronic noise are the two types of noise that we have 

examined in our work.   
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I. INTRODUCTION 

An image's noise level may cause variations in the 

image's brightness or color scheme. This technique may 

transpire at any stage of the image acquisition, image 

processing, or image transmission process. The acquisition 

procedure may create noise addition because to camera 

defects (heat from the sensor, excessive light absorption by 

the camera), or environmental problems (inadequate 

brightness, dust, humidity). Noise distortion distorts the 

original image's content and may deceive viewers or 

scholars. Therefore, it is crucial to remove this unwanted 

information that has been added to the image. Rather than 

just applying a filter, it is preferable to identify the noise in 

the image and then apply the appropriate filter based on its 

presence. An image can have different types of noise added 

to it, such as electronic noise, periodic noise, Rayleigh 

noise, impulse noise, speckle noise, photon noise, and so 

on. Generally speaking, a lot of algorithms focus on 

eliminating or at least decreasing a specific kind of noise, 

such as data drop noise [3], multiplicative noise [2], and 

additive noise [1]. When manual picture restoration is 

required, the approach of identifying individual noise in an 

image is very helpful; however, when automated image 

restoration is taken into consideration, these techniques do 

not function well. The first step in applying any image 

processing approach—whether to restore, segment, or 

identify items in an image—is to eliminate noise from the 

image. This will allow the technique to be applied more 

effectively and yield better results. To silence the 

commotion, we need to 

understand what type of noise is present in it so that a 

suitable filtering technique can be applied to remove a 

particular noise. These days, region segmentation and 

image fusion are used to handle the feature evidence of 

digital images. Connected domain recognition and 

neighborhood procedure of an entire image are used to 

identify noise in images, and a few researchers have 

demonstrated convincing research results using these 

techniques. However, there are still a lot of issues with the 

algorithms designed for noise detection, like incorrect 

computation, noise rate misjudgment, and truth rate 

misjudgment. 

Our survey on literature gave us information that work has 

been carried out in identifying the noise by considering the 

statistical parameters in the given image [4], work has also 

been carried out by considering the soft computing method 

[5],graphical based methods are also used in identifying the 

noise [6] and noise identification techniques based on 

gradient function methods [7] are also used. 

 

In our work, we identified the different types of noise 

present in an image using the concept of a neural network. 

At the moment, we are focusing on analyzing two different 

kinds of noise and categorizing them according to whether 

they are salt and pepper or gaussian noise. The 

experimental findings demonstrate that the suggested 

algorithm's False Alarming Ratio (FAR) is lower, 

indicating that we can precisely determine the kind of noise 

that is there as well as its location. 

NOISEMODEL 

Noise is an unwanted by-product of image capture that 

complements non-essential data into the image [8]. Two 

forms of noise like Electronic noise and Impulsive noise 

have been considered for our study. If original image is 

represented by O(x,y), noise is represented by N(x,y) and 

degraded image is represented by D(x,y) then 

mathematically it can be shown as 

D(x,y)=O(x,y) + N(x,y) 0 ≤ x ≤ m, 0 ≤ j ≤ n 

where m represents the number of rows in an image and n 

represents the number of columns in an image hence m*nis 

the size of the image. 

 

Statistical noise is what is sometimes referred to as 

electronics noise, amplifier noise, or Gaussian noise. 

Gaussian noise's probability density function (Pdf) is 

identical to the normal distribution function's. It can be 

mathematically represented as below: 
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P(g)= 1 
√(2π)σ 

e^
−(g−µ)2 

2σ2 

Where g indicates gray level value, σ indicates standard 

deviation and µ indicates mean. 

 

  
(a) 

PDF of Electronic noise 

(b) 

Image with Electronic 

noise 
Fig1:ElectronicNoise model 

 

Salt & pepper noise is also termed as spike noise or 

impulse noise. The Probability density function (Pdf) of 

this noise has only two values either as alt value(255-

pixelvalue)ora pepper value (0-pixel value) indicating, “an 

image containing this type of noise will have dark pixels in 

brighter regions and bright pixels in darker 

regions”[19].Probability density function (Pdf) for the 

noise can be mathematically represented as below: 
𝑃𝑎∀ 𝑔=𝑎 

P(g)={𝑃𝑏∀𝑔=𝑏 
0𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 

 
 
 
 
 
 
 
 
 

 
Fig2:Salt&pepperNoisemodel 

 

II. NEURALNETWORKTRAINING AND 

CLASSIFICATION 

 

For our application we have considered the 

network architecture as multilayer feed forward 

network. Based on this architecture the number of 

hidden layers and the number of neurons in each 

layer are decided. Until the desired output is 

achieved the process is continued by trial-and-

error method based on the performance function. 

“Statistical moments kurtos is and skewness are 

the input variables to the input layer, having one 

hidden layer with nodes one greater than the nodes 

in input layer. The weights between the layers are 

initialized randomly and the weights are adjusted 

by means of back propagation on training the 

neural network” [19]. 

 

 
 

 

Fig3:Convolutionneuralnetworkmodel 

 

The input size of the network must match with our images 

in order to train a network and make proper predictions on 

any new data. In case if the images don’t match with the 

network then we can perform some processing technique 

like rescale or crop or resize the data so as to achieve the 

required size. The volume of training data can be improved 

by applying randomized augmentation to our data. 

Augmentation helps us to get images with different 

invariant features of an image which can be used to train 

the network. This also helps to build a larger volume of 

dataset from a smaller number of images being considered 

like by using the rotating, translating or flipping of an 

image. For example, we can translate the input images so 

that a network is invariant to the presence of the object in 

an image. An augmented Image Data store provides a 

beneficial means to apply a limited set of augmentations to 

two dimensional images for classification of images. 

 

In order to identify the noise in an image we used the 

concept of Transfer learning which basically is a learning 

method to train a machine and develop a model for a task. 

This model is reprocessed as the introductory idea for a 

model on a second task. 

 
III. METHODOLOGY 

Our methodology invokes to classify noise utilizing a pre 

trained neural network using transfer learning. Here we 

have considered two types of noise; Electronic noise and 

Impulse noise. For transfer learning google net is been 

used. Firstly, the images in the data t set are renamed and a 

data set for each of the noise model is being created. The 

data which are stored in multiple files like disk, or a 

database as a single entity or say in are mote location can 

be read and processed with the help of this data store. If the 

data is too big to fit in a memory then the data store 

function generates a data store, which acts as a store house 

for gathering of all the data. Later, all the images in the 

data store are considered into two sets one for training and 

the other for testing the images. Based on the training 

provided to the network model, it can classify the test 

images accordingly as either Gaussian noise or say the 

impulse noise. 

 
 

(a) 

PDF of Salt & Pepper 

noise 

(b) 

Image with Salt & Pepper 

noise 

 

https://in.mathworks.com/help/deeplearning/ref/augmentedimagedatastore.html
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Fig4:Flowchartoftheproposed model 

 

IV. RESULTS&DISCUSSION 

 

In our paper, we have considered 400 different images 

among which 200 images are for each noise namely 

Electronic noise and Impulse noise present in an image. 

Amongthese,200imagesareofaGaussiannoise,whichare 

spiltupinto60%fortrainingand40%fortestingthatis120 

images which are used for training the neural network and 

80imagesareusedfortestingpurpose.Similarly,forsalt& 

pepper noise among 200 images being considered, 120 

imagesareusedfortrainingand80areusedfortesting. The 

image used for our purpose are considered from Kaggle 

database to train and test the neural network. 

 

There are four possible test results which are as follows: 

 

1. The Electronic noise present is identified correctly 

2. The Electronic noise present is falsely detected as salt& 

pepper noise. 
3. The salt & pepper noise is identified correctly. 

4. The salt & pepper noise is falsely detected as Electronic 

noise. 

 

Below table-1 and the fig-5 shows the evaluation measure 

values obtained for Electronic noise and Impulse noise 

present in an image. 

 

Table-1:Evaluativemeasuresvalues 

Fig5:Graphofevaluation results 

 

The below table-2 shows the performance parameters 

obtained for the proposed method: 

 

Table-2:Performanceparametersvaluesofproposed method 
Parameters Value 

Classcategory 2 

Maximumepoch 6 

Minimumbatchsize 10 

Elapsedtime 6min4sec 

AverageAccuracyobtained 94.37% 

Total Iteration 144 

Iterationperepoch 24 

 

Fig6showstheresultofidentificationofsalt&peppernoise and 

fig-7 shows the correct identification of the Electronic 

noise. Final fig-8 show the performance of training progress. 

 

Fig6:Sampleimagesofsalt&peppernoiseidentified 

Evaluationresult 

80 

60 

40 

20 

0 

Gaussiannoise Salt&Peppernoise 

Correctprediction Falseprediction 

Noise / 
prediction 

Correct 

detection 

Wrong 

detection 
Accuracy 

Electronic Noise 75 5 93.75% 

Impulse Noise 76 4 95% 
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Fig7:SampleimagesofElectronicnoise identified 

 

 
Fig8:Graphshowingperformanceoftrainingprogress 

 

V. CONCLUSION 

 

We suggested a technique that uses a neural network to 

separate the noise from the image. In general, impulse 

noise and electronic noise were the two categories of noise 

that we looked at. The measuring factors used in our work 

are accurateness rate(AR)and erroneous 

identification(EI)as shown in equation below 

AR = (number of images accurately recognized/ total 

number of images verified) * 100 

AR=(Ic/It)*100 

EI = 100 - AR 

Where Ic indicates total number of images accurately 

recognized, Itindicates total number of images verified. 

95% accurateness of salt & pepper noise confirms the 
robustness of our proposed work. Accurateness of 93.75% 

for the Gaussian noise is being achieved. Two ways this 

study could be expanded are, first, by using additional 
photos to train and test the network, and second, by 

experimenting with different kinds of noises in an image. 
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